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Abstract 

 
Legal question-answering systems face significant challenges due to the complexity of legal 
language, the need for accurate statute interpretation, and the highly referential nature of legal 
documents. In practice, lawyers always refer to legal citations when making their arguments. 
Current models only rely on question-answer pairs during training without taking advantage 
of legal citations from official legal documents. This study proposes a hybrid approach to 
enhancing legal question-answering systems. The approach involves using retrieval models to 
extract contextual information from legal documents. A query mechanism retrieves relevant 
legal citations, which are then utilized to enhance the language model. This process enriches 
legal knowledge and improves the model’s ability to generate and interpret legal content. 
Integrating the retrieved legal context with the fine-tuned language model lays the groundwork 
for training a question-answering system based on an Encoder-Decoder architecture. This 
ultimately improves its performance in delivering precise and legally sound answers. We 
developed a manually labeled question-answering dataset focusing on the Vietnam Civil Code 
to demonstrate the model’s effectiveness in limited resource situations. Our approach 
minimizes the need for extensive training data while maintaining the model’s ability to capture 
legal topics. Our experiments demonstrate that this hybrid architecture significantly improves 
performance in legal question-answering tasks compared to traditional models, particularly in 
scenarios where the language model lacks specific knowledge or when training datasets are 
limited. 
 
 
Keywords: Deep neural networks, Information retrieval, Language model, Legal,  

Question-answering. 
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1. Introduction 

The development of question-answering (QA) systems has received significant attention in 
natural language processing (NLP) due to their potential to automate information retrieval, 
knowledge extraction, and interactive problem-solving [1-3]. However, the complexity of 
legal language and the intricate nature of legal texts present irregular challenges in this domain. 
Legal documents are often characterized by formal language, specific terminology, and a high 
degree of intertextuality. This means multiple statutes, regulations, and case law can refer to 
and build upon one another. One of the main challenges in developing a reliable legal QA 
system is the need for accurate regulation interpretation and required references to legal 
documents. For a QA system to work correctly in the legal field, it must be able to interpret 
terminology in context and retrieve accurate information from a formal source [4]. 

Current language models, such as BERT [5], RoBERTa [6], GPT-3 [7] and T5 [8], are 
usually trained on general text and are designed to capture a broad understanding of language 
and general knowledge. While proficient at common tasks, they need expertise in specific 
domains such as law, medicine [9, 10]. In the legal domain, regular language models struggle 
to understand legal information. As a result, when utilized for highly specialized tasks, these 
models often yield overly simplistic or inaccurate responses due to their lack of necessary 
background knowledge or deep understanding required to navigate complex technical fields. 
This limitation emphasizes the importance of fine-tuning these models for specific domains or 
integrating external information retrieval systems to enhance their performance in specialized 
applications, such as QA systems about law. 

Traditional QA systems typically match questions to answers based on patterns learned 
from labeled question-answer pairs during training. This approach works well for general-
purpose tasks such as conversation or QA systems that provide essential information. However, 
it is ineffective when applied to specialized areas [11, 13]. In the legal field, the information 
needed to answer a question is often derived from formal legal sources. Furthermore, these 
models often need help accessing external information sources flexibly, forcing them to rely 
solely on knowledge encoded during training. In a field like law, where statutes and case law 
constantly evolve, the inability to retrieve and incorporate up-to-date information is a 
shortcoming. Therefore, traditional question-answering systems, which rely heavily on 
predefined question-answer pairs during training, need help to operate effectively in a legal 
context. 

Recently, large language models like GPT-3 (Generative Pre-trained Transformer 3) have 
significantly excelled in understanding context, leading to remarkable performance in various 
NLP tasks. In 2020, OpenAI released GPT-3, which was further enhanced into GPT-3.5. This 
builds the basis for ChatGPT, a widely popular AI chatbot. These systems leverage vast 
datasets and advanced techniques such as supervised fine-tuning (SFT) and reinforcement 
learning from human feedback (RLHF) [14]. However, their success is largely due to their 
massive scale, requiring substantial computational resources accessible mainly to tech giants. 

Unlike general-domain texts, legal documents often feature dense, domain-specific 
terminology and long dependencies, making accurate question-answering difficult. Our model 
incorporates enhanced contextual embeddings, enabling it to capture these nuances better. Our 
research focuses on creating models that can function effectively in low-resource 
environments with limited data and minimal computational power. The proposed model uses 
existing inputs and legal citations extracted from official legal documents to achieve this, 
which are required reference sources in legal activities. This approach allows the model to 
understand the user query better and generate more relevant answers, even with restricted 
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resources and data availability. 
While most current models focus on improving architecture and performance by relying on 

rich corpora, they often struggle in scenarios requiring high accuracy with limited data, such 
as legal documents. To overcome the above limitations, we suggest using a hybrid approach, 
which leverages the strengths of the retrieval-based model with fine-tuned language modeling 
for legal question-answering tasks. Retrieval-based models excel at finding and extracting 
relevant contextual information from extensive document collections, such as legal databases. 
Integrating a retrieval mechanism can enhance the QA system’s ability to access relevant legal 
documents and provide accurate and contextually rich answers. Specifically, retrieval models 
can search extensive collections of legal documents to locate the most pertinent sources, such 
as statutes, regulations, or court cases, that may be pertinent to a specific question. 

In this hybrid system, the retrieval mechanism first identifies and retrieves relevant legal 
texts based on the query. These texts are subsequently processed by a fine-tuned language 
model, which has been trained on a specific legal corpus. This fine-tuning process allows the 
model to better understand the nuances of legal language, interpret legal concepts accurately, 
and generate responses that are aligned with legal principles. By combining the retrieved 
context with the language model’s capabilities, the system can generate more accurate and 
legally sound responses. The benefits of this hybrid approach extend beyond just improving 
accuracy. One significant advantage of this approach is that it decreases the dependency on 
large amounts of labeled question-answer pairs, which are often complex and expensive to 
obtain in specialized domains like law. By integrating retrieval methods, the model can 
leverage existing legal documents to provide the necessary context for answering questions, 
reducing the need for extensive manually annotated datasets. Hybrid models are more scalable 
and adaptable to different law subfields, where annotated question-answer pairs may be sparse 
or unavailable. 

Additionally, the QA system provides exceptional flexibility and adaptability in handling 
new or previously unseen legal cases. Given that the legal system and statutes are subject to 
frequent revision and new case law is regularly established, the capability to retrieve the latest 
legal documents ensures that the model remains appropriate and precise. This feature is a 
crucial feature for legal QA systems; relying solely on static datasets trained on historical 
information can lead to outdated or inaccurate responses, particularly in cases involving recent 
legislative changes or court judgments. 

Our approach differs from current research, primarily concentrating on designing model 
architectures for response generation. Instead, we prioritize retrieving and learning legal 
contextual information to significantly enhance the accuracy of the model’s response 
generation. This research introduces a new combined approach to building legal QA systems 
that address the shortcomings of existing models. By integrating a retrieval-based approach 
with a fine-tuned language model and leveraging the Encoder-Decoder architecture, our 
system can retrieve relevant legal documents, interpret them in context, and produce accurate 
and legitimate responses. The proposed method improves the performance of legal QA tasks 
and reduces dependence on large datasets, making it an efficient and scalable solution. In this 
study, our main contributions are as follows: 

• We propose a hybrid method that integrates retrieval-based techniques to extract 
contextual information from external legal document sources. 

• This contextual information is leveraged to fine-tune and enhance the performance of 
language models in the legal domain. 

• Combining retrieved-context with fine-tuned language models improves the 
performance of Encoder-Decoder-based question-answer systems, particularly when 
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dealing with small datasets. 
• We develop a hand-labeled question-answer dataset specifically focused on Vietnam 

Civil code, providing a valuable resource for future research in legal NLP. 
The remainder of this paper is organized as follows: Section 2 provides a brief overview of 

previous research on conversational agents. Section 3 discusses the problem formulation, 
introduces the backbone framework, and details the model development. Section 4 presents 
the experimental results and provides an analysis of these findings. Finally, Section 5 
concludes the paper. 

2. Related Works 
Contextual information is essential in training chatbots, enabling the model to generate more 
coherent, appropriate, and more like human responses. Without context, chatbots may produce 
generic or incoherent answers that lack depth. The recently created datasets Persona-Chat [15], 
Wizard-of-Wikipedia [16], and MultiWOZ [17] have been developed to include conversation 
history, user personas, or external knowledge. In these datasets, contextual information is 
essential in directing the flow of the dialogue, allowing the model to generate contextually 
appropriate responses. These datasets also help the model maintain conversational consistency, 
better understand user intent, and respond accurately by leveraging past interactions or 
external facts, accordingly improving the overall user experience. 

Recent studies have aimed to improve conversation generation by integrating external 
knowledge from unstructured text sources and structured data [18, 19]. This combination 
enriches dialogue systems by providing relevant context and detailed information, leading to 
more informative and context-aware responses. In [18], the authors introduced a method that 
uses knowledge graphs to enhance conversation generation. The model retrieves relevant 
knowledge graphs based on a user’s query and encodes them using a static graph attention 
mechanism to enrich the query’s semantics. Additionally, during the decoder, a dynamic graph 
attention mechanism empowers the model to read the graphs and their knowledge, leading to 
a significant enhancement in response generation by integrating knowledge from the graphs. 

Traditional retrieval methods like BM25, while effective for extracting relevant documents 
or text based on keyword matching, often fail to capture the nuanced and complex semantics 
inherent in legal language. This limitation results make these models may prioritize surface-
level lexical matches over deeper contextual relevance. A study [20] introduces a data-driven 
model that utilizes a knowledge-based chatbot model which designed to generate more 
informative responses. It extends the traditional Sequence-to-Sequence (SEQ2SEQ) [21] 
framework by incorporating the dialogue’s history and external information, enhancing the 
model’s versatility and applicability in open-domain settings. The proposed approach shows 
notable improvements over a competitive SEQ2SEQ baseline, demonstrating its effectiveness 
in producing more content-rich and coherent responses. 

Fine-tuning language models for specific domains is essential because pre-trained models 
on general data often need more specialized knowledge for domain-specific tasks [22, 23]. 
Research has shown that language models that are fine-tuned for specific fields - such as law, 
medicine, or engineering - achieve significant improvements in performance. This fine-tuning 
process allows the model to learn the unique semantics of each domain effectively. By 
adapting the model to the particular context of a domain, fine-tuning enhances its accuracy 
and ability to handle complex tasks, making it more effective in delivering relevant and 
contextually appropriate responses. 
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Recently, Lee et al. demonstrated that fine-tuning a pre-trained language model as BERT 
[5] on biomedical texts (BioBERT) resulted in substantial gains in accuracy for biomedical 
NLP tasks compared to models trained solely on general corpora [24]. This method improves 
the model’s ability to provide contextually appropriate responses in specialized applications. 
In the legal domain, fine-tuning language models is essential due to the complexity and 
specificity of legal texts. Legal documents contain formal language, intricate terminologies, 
and case-specific precedents that general models struggle to interpret accurately. Legal-BERT 
[25], a language model based on BERT, has demonstrated that fine-tuning legal corpora 
improves performance on legal NLP tasks, such as contract analysis or legal question-
answering. This fine-tuning allows the model to understand legal reasoning, interpret statutes, 
and reference previous cases, making it significantly more effective for specialized legal tasks. 

Traditional methods for open-domain question answering often rely on knowledge graphs 
[26, 27]. The question is first processed by a semantic analysis model that predicts queries, 
guiding the interaction with the knowledge graph to find an answer. While effective, these 
approaches face challenges due to the independent training of each model. Potential errors 
accumulate and complicate further development and improvement, making optimizing and 
refining the system efficiently challenging. Sugathadasa et al. developed a legal text retrieval 
system using neural networks and experimented on a dataset of over 2,500 legal cases gathered 
from different online sources [28]. The proposed system employs deep learning techniques 
alongside a TF-IDF page ranking mechanism to create document embeddings, enhancing the 
efficiency of retrieving relevant legal texts. 

Encoder-decoder models [25, 28], while powerful in generating fluent and coherent 
responses, face challenges in effectively utilizing retrieved context. Legal question-answering 
demands a high degree of precision, and the encoder-decoder architecture can struggle with 
distinguishing the most suitable details from extensive legal documents. Additionally, 
encoder-decoder models typically require large-scale annotated datasets for training, which 
are lacking in the legal domain. 

A combined approach utilizing the BM25 algorithm and BERT has been proposed to 
improve the extraction of legal information and case law [29, 30]. This method effectively 
supports legal decision-making by accurately identifying and retrieving relevant case laws. 
The paper reports experiments conducted as part of the authors’ participation in the COLIEE-
2019 shared task organized at ICAIL 2019. The authors obtained encouraging results in all 
these four sub-tasks, demonstrating the effectiveness of their approach. A recent study 
introduced BB25HLegalSum [31], which combines BERT clustering with the BM25 
algorithm to create summaries of legal documents. This method effectively selects, clusters, 
and highlights key sentences. It outperformed baseline models on the BillSum dataset and 
received positive feedback from legal professionals for its clear and highlighted presentation. 

Unlike earlier studies that relied solely on retrieval-based methods for information 
extraction tasks, our approach utilizes these methods’ capabilities to enrich the knowledge of 
deep learning models. Drawing inspiration from recent advancements, we integrate a retrieval-
based model with an encoder-decoder deep learning architecture. The retrieval model 
effectively extracts contextual information, which is then used as input to enhance the 
performance and understanding of the deep learning model. Our model combines BM25’s 
retrieval robustness with the capability of an encoder-decoder. By using BM25 to extract 
context and feed it into an encoder-decoder model, our approach balances computational 
efficiency and exploits contextual information. This hybrid strategy leverages BM25’s ability 
to quickly identify potentially relevant legal citations and the encoder-decoder’s capacity to 
process and generate precise, contextually rich answers. This integration addresses the 
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limitations of individual components and offers a practical solution for legal question-
answering tasks, particularly in low-resource settings. 

3. Proposed Model 
First, we present a formal definition of the question-answering problem. In this research, we 
approach answering questions by treating it as a problem where the dataset consists of pairs of 
questions and answers, denoted as 𝑋𝑋 = {𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥|𝑋𝑋|} and 𝑌𝑌 = {𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦|𝑌𝑌|}. Developing 
a chatbot model can be formulated as a challenge of mapping inputs to their corresponding 
target responses. The model learns to map input questions (source) to corresponding answers 
(target) by analyzing patterns and rules within extensive training data. This process helps the 
model generate responses effectively. From a probability point of view, the model is trained 
to estimate the conditional probability of the target sequence Y based on the corresponding 
source sequence X. 
 

𝑝𝑝(𝑌𝑌|𝑋𝑋) = 𝑝𝑝�𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦|𝑌𝑌|�𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥|𝑋𝑋|) (1) 
 
To address the limitations of existing question-answer models that typically rely only on 

question-answer pairs for training, we incorporate additional legal contextual information 
derived from authoritative legal documents. Integrating external context allows the model to 
understand legal information better. This approach enhances the model’s ability to provide 
accurate and contextually relevant answers, particularly in specialized domains like law, where 
understanding precedents, statutes, and legal references is essential for generating reliable 
responses. 

3.1 Building datasets 
The civil code serves as the fundamental reference in judicial decisions. We create a 
comprehensive set of legal citations by analyzing legal documents and extracting essential 
content for each chapter. We organize the content by labeling every article and clause, ensuring 
that relevant legal principles are systematically categorized. This process allows quick access 
to pertinent legal information and enables more efficient referencing in legal judgments, 
enhancing the model’s ability to align with legal standards in civil cases. 

We developed two specialized datasets, hand-built by experienced legal professionals, to 
enhance the model’s legal expertise. The first dataset 𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐|𝐶𝐶|} is a comprehensive 
collection of legal citations extracted from the Vietnam civil code 2005. We have compiled 
over 1,000 legal citations in accordance with the structure of the civil code. Each citation is 
carefully organized by article and clause, making the most relevant legal references easily 
accessible. This dataset offers a structured framework that reflects how legal professionals 
reference sources of law, making it an essential resource for training the model to accurately 
navigate complex legal questions. 

The second dataset is a manually triplet collection (𝑥𝑥𝑡𝑡,𝑦𝑦𝑡𝑡 , 𝑐𝑐𝑡𝑡)𝑡𝑡=1𝑛𝑛  covering various legal 
issues, where (𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡) is the 𝑡𝑡𝑡𝑡ℎ pair of question and answer, while 𝑐𝑐𝑡𝑡 is its legal citation. Built 
by lawyers with deep expertise, this dataset includes real-world legal inquiries and carefully 
crafted responses. We have constructed and labeled a dataset of 5,000 triple sets focused on 
content related to the civil code.  This dataset is essential for training and fine-tuning models, 
as it offers a comprehensive legal citation that supports more accurate interpretation and 
response generation in legal question-answer systems. These two datasets form a robust 
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foundation for training the model, integrating the law’s theoretical framework and the practical 
application of legal knowledge to real-world situations. 

3.2 Fine-tuning the Language Model with Legal Knowledge 
Our study utilizes PhoBERT [32] as a pre-trained language model (Pre-trained LM) 
specifically designed for the Vietnamese language. It is based on RoBERTa [6], which 
optimizes the BERT pre-training procedure for more robust performance. This model has 
shown significant improvements over previous Vietnamese language models in tasks like part-
of-speech tagging, named entity recognition, and machine translation, making it highly 
effective for various natural language processing (NLP) applications in Vietnamese. 

General large language models (LLMs) are usually pre-trained on vast amounts of general-
purpose data, which often lack the specialized knowledge required for specific domains like 
law. This gap can lead to limited performance in understanding and reasoning about legal 
matters. As shown in Fig. 1, we propose using the legal dataset to fine-tune the pre-trained 
language model, aiming to overcome this limitation. This process enhances the model’s legal 
context knowledge, improving its ability to handle legal-specific tasks and deliver more 
accurate, informed responses in legal question-answering systems. 

 
Fig. 1. Fine-tuning the pre-trained LM with Legal citations. 

 
For each legal document, the tokenizer processes the legal contextual information into a 

sequence of tokens 𝑤𝑤 = {𝑤𝑤1,𝑤𝑤2, … } . The objective function 𝑓𝑓𝜃𝜃(∙) for this pre-training is 
optimized to enrich the model’s knowledge of the legal language, thereby improving legal-
specific text generation.  

 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(θ) = 𝐸𝐸𝑤𝑤∈𝐶𝐶 �−� log𝑓𝑓θ (𝑤𝑤𝑖𝑖|𝑤𝑤0,𝑤𝑤1, … ,𝑤𝑤𝑖𝑖−1)
𝑖𝑖

� (2) 

 
where 𝑤𝑤0,𝑤𝑤1, … ,𝑤𝑤𝑖𝑖−1 represent the previous tokens, with 𝑥𝑥𝑖𝑖 as the predict token and θ as the 
parameters of the pre-trained model 𝑓𝑓θ(⋅). To fine-tune the model, we optimize θ using the 
legal citation 𝐶𝐶. This fine-tuning process updates the parameters to produce a legal-oriented 
language model, improving the model’s ability to understand and predict legal-specific content 
based on prior context. 
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3.3 Enhancing the Question-Answering Models with Legal-LM and legal 
citations 
Our legal language model is built upon the BERT architecture, designed to handle data 
sequences, such as natural language text. This architecture has been successfully applied in 
various NLP tasks, including machine translation [33, 34], recommendation systems [35] and 
language modeling [36]. BERT’s training process includes a next-sentence prediction task, 
enabling it to capture the relationships between sentences. This pre-training step is particularly 
valuable for tasks like question answering, as it allows the model to learn the context and 
sequence dependencies by predicting whether one sentence logically follows another in the 
text. 

Our proposed response generation model is based on a transformer encoder-decoder 
architecture, which has demonstrated significant improvements across various tasks [8, 37]. 
However, these models typically require extensive pre-training on large datasets before being 
fine-tuned for specific tasks. Recent studies showed that skipping the costly pre-training phase 
by utilizing a pre-trained encoder can still yield competitive results in text generation tasks 
[38, 39]. Building on these experiences, we employ an Encoder-Decoder based model [40], 
initializing both the encoder block and the decoder block with our pre-trained Legal-LM. 

 
Fig. 2. The encoder architecture consists of multiple BERT blocks, with each block featuring a multi-

head attention mechanism followed by a feed-forward network. 
 

Humans often use the context in everyday conversations, just as lawyers refer to legal 
citations in their arguments. Our model overcomes the limitations of the traditional legal QA 
model by integrating legal citations, which provide relevant legal information for the user’s 
query. The model takes the input message 𝑥𝑥𝑡𝑡 along with its corresponding legal citation 𝑐𝑐𝑡𝑡 and 
transforms them into a contextualized encoded vector 𝑋𝑋�:  

 
𝑋𝑋� = 𝑓𝑓θ𝑒𝑒𝑒𝑒([𝑥𝑥𝑡𝑡, 𝑐𝑐𝑡𝑡]) (3) 
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This combined sequence is passed through an encoder, which consists of multiple encoder 
blocks based on BERT. As you can see in Fig. 2, the figure illustrates that each encoder block 
includes a self-attention mechanism and two feed-forward layers. This architecture enables the 
model to effectively capture the immediate input and its context, which in turn facilitates better 
understanding and response generation. 

The decoder’s architecture mirrors the encoder’s (as illustrated in Fig. 3) but with some 
minor variations. This block depends on the contextualized vector 𝑋𝑋� and incorporates a cross-
attention layer. Each decoder block is more complicated, comprising a unidirectional self-
attention layer, a cross-attention layer, and two feed-forward layers. During training, the 
decoder transforms the vector 𝑋𝑋� and the target utterance 𝑥𝑥𝑡𝑡 into logit vectors 𝐿𝐿. 

 
Fig. 3. The decoder architecture incorporates BERT blocks, enhanced with cross-attention layers 

positioned between the multi-head attention mechanism and the feed-forward network. 
 
Given the target 𝑦𝑦𝑡𝑡 = {𝑤𝑤1𝑡𝑡,𝑤𝑤2𝑡𝑡 , … ,𝑤𝑤|𝑦𝑦𝑡𝑡|

𝑡𝑡 } , the probability distribution is estimated by 
calculating the conditional probabilities of predicting each subsequent word: 

  

𝑝𝑝(𝑦𝑦𝑡𝑡|[𝑥𝑥𝑡𝑡 , 𝑐𝑐𝑡𝑡]) = 𝑝𝑝θ𝑑𝑑𝑒𝑒(𝑦𝑦𝑡𝑡|𝑋𝑋�) = �𝑝𝑝θ𝑑𝑑𝑒𝑒�𝑤𝑤𝑖𝑖
𝑡𝑡�𝑤𝑤0:𝑖𝑖−1

𝑡𝑡 ,𝑋𝑋��
|𝑦𝑦𝑡𝑡|

𝑖𝑖=1

 (4) 

 
The logits represent the probability distribution of the response 𝑦𝑦𝑡𝑡 given the user input 𝑥𝑥𝑡𝑡. 

Consequently, a softmax function is applied to the logit vector to determine each generated 
word, as shown below: 

  
𝑝𝑝θ𝑑𝑑𝑒𝑒𝑑𝑑�𝑤𝑤𝑖𝑖

𝑡𝑡�𝑤𝑤0:𝑖𝑖−1
𝑡𝑡 ,𝑋𝑋�� = 𝑆𝑆𝑆𝑆𝑓𝑓𝑡𝑡𝑆𝑆𝑆𝑆𝑥𝑥(𝑙𝑙𝑖𝑖) (5) 

 
where 𝑙𝑙𝑖𝑖 represents the 𝑖𝑖𝑡𝑡ℎ token in the logit vector 𝐿𝐿. The training objective is to minimize 
the cross-entropy (CE) loss below:  
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𝐿𝐿 = −� log𝑝𝑝θ𝑑𝑑𝑒𝑒 �𝑤𝑤𝑖𝑖
𝑡𝑡�𝑤𝑤0:𝑖𝑖−1

𝑡𝑡 ,𝑋𝑋��
|𝑦𝑦𝑡𝑡|

𝑖𝑖=1

 (6) 

3.4 Extract Legal Citations for Response Generation 
Recently, BM25 is widely used for information retrieval due to its robust handling of term 
frequency and document length normalization, making it ideal for extracting relevant 
information from large corpora [41]. In our work, BM25 is the foundational method for 
extracting legal context from legal citations. To address this, we utilize the algorithm BM25 
as a probabilistic-based ranking function to retrieve relevant legal citations. BM25 scores 
documents based on the presence and importance of query terms using term frequency (TF) 
and inverse document frequency (IDF). This approach allows us to retrieve the most relevant 
legal texts contextually aligned with user queries. By leveraging BM25 in our legal extraction 
process, we can effectively narrow down a vast corpus of legal documents and keep only 
helpful information for further processing with more advanced models. There are three main 
components in BM25: 

1. Inverse Document Frequency (IDF) is a measure that indicates the significance of a 
term within the context of an entire corpus. Its importance is determined by how rare 
the term is across the documents. Terms that appear less frequently are considered 
more informative. The calculation for the IDF component is as follows: 
 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡) = 𝑙𝑙𝑆𝑆𝑙𝑙
𝑁𝑁 − 𝑛𝑛(𝑡𝑡) + 0.5
𝑛𝑛(𝑡𝑡) + 0.5

+ 1 (7) 

 
where N is the total number of documents in the corpus, and n(t) is the number of 
documents containing term t. 

2. Term Frequency – TF(t,D) is the number of times the term t occurs in the document 
D. 

3. Document length normalization involves using a parameter called b. When the length 
of a document is significantly shorter or longer than the average document length, the 
usual formula may yield inaccurate results. If b=1, BM25 fully normalizes based on 
document length. Conversely, when b=0, document length is ignored, treating each 
term as equally informative regardless of the document’s size. 

The BM25 scoring function is defined as follows: 
 

𝐵𝐵𝐵𝐵25(𝑞𝑞,𝐼𝐼) = �𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡) ∙
𝑇𝑇𝐼𝐼(𝑡𝑡,𝐼𝐼) ∙ (𝑘𝑘 + 1)

𝑇𝑇𝐼𝐼(𝑡𝑡,𝐼𝐼) + 𝑘𝑘 �1 − 𝑏𝑏 + 𝑏𝑏 ∙ |𝐼𝐼|
𝑆𝑆𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙�𝑡𝑡𝜖𝜖𝜖𝜖

 (8) 

 
where q represents the query, with each term t in the query q; D is a document being evaluated 
for relevance with the query. ∣D∣ is document D’s length (in words), and avgdl is the average 
document length across the corpus. The parameter k controls term frequency saturation, 
regulating how much a single query term can influence a document’s overall score. 

An essential step in our preprocessing is removing stop words. Stop words refer to words 
that occur frequently but offer little semantic value. By excluding these terms, we reduce noise 
and help the retrieval model focus on terms that contribute meaningfully to the context of legal 
citations. Once preprocessed, user queries are processed through a component designed to 
extract legal citations. BM25, a probability-based retrieval method, ranks citations by their 
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relevance to the query. Its effectiveness is particularly notable in legal texts, where the 
standardized structure of documents aligns well with its ranking approach. 

 
Fig. 4. Workflow of the proposed model: Integrating BM25 retrieval with a fine-tuned Legal LM for 

accurate, context-aware responses. 
 

In our task, BM25 serves as an initial ranker, identifying candidate documents that likely 
contain relevant legal citations for the given query. Fig. 4 provides an overview of our 
proposed model. It builds upon the previously fine-tuned Legal LM and Question-Answering 
model. The model leverages the results of legal citation retrieval as a legal foundation. These 
citation result is integrated to provide rich contextual information, helping the model 
understand the legal framework relevant to each user query. The algorithm integrates sparse 
retrieval BM25 and fine-tuned language modeling to effectively handle legal question-
answering tasks. It begins with a database of legal citations, where BM25, a probabilistic 
sparse retrieval method, ranks and retrieves legal citations relevant to the user query. The 
databases are also passed into a pre-trained language model, fine-tuned specifically for legal 
texts to ensure an accurate understanding of legal terminology and context. The question-
answering module, trained on the Legal LM, combines the information from the user query 
and the retrieved legal citations to generate a clear, accurate response that is contextually 
relevant to the legal domain. This approach combines the strengths of BM25 for efficient legal 
citation retrieval and neural language modeling for contextual understanding. This 
combination of legal citations and contextual understanding reinforces the model’s ability to 
deliver more accurate, legally grounded responses. 

4. Experiments 
In this section, we introduce the experiment models, compare their outcomes, and offer a 
qualitative analysis of the results. We evaluate the proposed method through experiments, 
comparing its performance against baseline models. The evaluation uses the same dataset and 
metrics to ensure a fair comparison. In addition, based on the experimental results, we also 
analyze and highlight the strengths and limitations of the approach, providing insight into its 
effectiveness within the legal question-answering domain. 
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4.1 Quantitative Evaluation 
Evaluating effectiveness is essential in the development of question-answering systems. We 
assess question-answering systems using two measures. The first measures focuses on how 
closely the system’s performance matches human judgment in generating responses. The 
second evaluates the coherence and consistency of the generated responses within the 
question-answering model. 

We utilized the BLEU (Bilingual Evaluation Understudy) score [42] as the first metric, 
which is a widely used method for evaluating dialogue systems. It compares consecutive n-
grams in the generated response to those in a reference sentence, assigning scores based on the 
number of matching n-grams. The BLEU score reflects the word overlap between the 
generated and reference responses, making it helpful in measuring dialogue quality [43, 44]. 
Rising BLEU scores suggest that the generated response is becoming more aligned with the 
reference, making it increasingly similar to human responses. 

We use a second measure, the ROUGE score (Recall-Oriented Understudy for Gisting 
Evaluation) [45]. Recently, this metric is commonly used in evaluating the quality of question-
answer systems. ROUGE offers a collection of measures that evaluate the quality of a 
generated response by comparing it to reference responses crafted by humans. This metric 
examines the similarity between the chatbot’s output and the ground truth response by 
analyzing n-gram overlaps, word sequences, and word pairs. 

4.2 Experimental Results 
We initially trained an Encoder-Decoder-based baseline model, a widely used approach for 
text generation tasks [40]. We also developed QA model utilizing the BM25 algorithm. This 
algorithm ranks relevant documents or citations based on their relevance to the query.  Finally, 
the proposed model was developed to demonstrate the usefulness of incorporating legal 
citations to improve response generation in the legal QA task. Furthermore, to ensure 
consistency in the comparison between models, we also configure the same training 
parameters for the experiments. We set the batch size to 64 and fixed the learning rate at 2e-4. 
The models were trained using the Adam optimizer [46] to minimize cross-entropy loss. 

In this experiment, we evaluated the model’s performance using BLEU and ROUGE scores 
to assess the similarity between the generated responses and the ground truth utterances from 
the test dataset. Higher BLEU and ROUGE scores indicate better alignment with the reference 
responses, signifying improved model performance. Table 1 and Table 2 present our 
experimental results. We also provide an illustration of the scores achieved by the 
experimental results we trained, as shown in Fig. 5 and Fig. 6. 

 
Table 1. Experimental results with BLEU scores. 

 

Models BLEU 1 BLEU 2 BLEU 3 BLEU 4 
Baseline model 0.450 0.301 0.264 0.207 

BM25 0.510 0.341 0.305 0.249 
Our proposed model 0.591 0.480 0.407 0.355 

 
Table 2. Experimental results with ROUGE scores. 

 

Models ROUGE Precision ROUGE Recall ROUGE 
Fmeasure 

Baseline model 0.330 0.297 0.301 
BM25 0.351 0.301 0.324 

Our proposed model 0.395 0.335 0.357 
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According to the results shown in Table 1, the improvements across all BLEU scores 
demonstrate that our model generates responses that are more closely aligned with the ground 
truth. When comparing the baseline model to the proposed model, we observed that 
incorporating legal citations significantly improved BLEU scores, ranging from 
approximately 31% to 71%. Specifically, BLEU-1 increased from 0.45 to 0.591, BLEU-2 from 
0.301 to 0.48, BLEU-3 from 0.264 to 0.407, and BLEU-4 from 0.207 to 0.355. Specifically, 
BLEU-1 shows an increase of over 31%, reflecting better unigram precision, which indicates 
that our model better captures individual words in context. The larger gains in higher n-gram 
scores, particularly in BLEU-4, suggest that the proposed method generates contextually 
coherent sequences more effectively. 
 

 
Fig. 5. BLEU score evaluation of experimental model performance. 

 

 
Fig. 6. ROUGE score evaluation of experimental model performance. 
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The proposed model shows a clear improvement over the baseline across all ROUGE 
metrics (as shown in Table 2). Precision has increased from 0.330 in the baseline to 0.395 in 
the proposed model, indicating greater accuracy in generating responses. Recall has also 
improved from 0.297 to 0.335, demonstrating the proposed model’s enhanced ability to 
retrieve more relevant instances. Consequently, the F-measure rises from 0.301 to 0.357, 
reflecting a better balance between precision and recall. These improvements suggest that the 
proposed model more effectively generates accurate and comprehensive responses for legal 
question-answering tasks. 

The results also show that the BM25-based model outperforms the baseline system. This is 
because our question-and-answer corpus is based on legal documents, with answers often 
partially derived from legal citations. However, it still performs worse than the proposed 
model in direct comparisons. BM25, a traditional query algorithm, has several limitations 
when applied to question-answering (QA) tasks. A significant issue in the algorithm that 
requires improvement is their shallow understanding of context. BM25 relies on term and 
inverse document frequency (TF-IDF) to match keywords between the query and documents. 
It does not fully capture the deeper semantic meanings or the relationships between elements 
of the text. It can retrieve relevant documents without fully understanding the nuance or 
context needed to answer the question accurately. A significant limitation of retrieval-based 
models is that they only extract information from a predefined dataset without generating new 
responses. This restricts their ability to handle questions that require interpretation or the 
synthesis of information not explicitly available in the dataset. 

From these findings, we can conclude that our proposed model significantly outperformed 
the baseline across all evaluated metrics. The use of legal citations led to a significant 
improvement in handling legal questions. Based on the experimental results, we have observed 
that including legal citations as additional contextual information improves the accuracy and 
legal relevance of the question-and-answer model’s responses. This aligns with how lawyers 
make references to legal citations in their practice. Additionally, integrating contextual 
information is advantageous for models trained on small datasets, addressing the challenge of 
limited resources commonly encountered in training question-answering systems. 

5. Conclusion 
This research presents a hybrid retrieval approach combined with deep learning techniques to 
improve question-answering tasks, specifically focusing on legal citation retrieval for legal 
QA. Our method incorporates retrieval mechanisms to obtain contextual legal information, 
which significantly enhances the quality of the responses generated. Experimental results 
showed that our proposed approach achieves notable improvements in both BLEU and 
ROUGE scores, confirming its effectiveness. 

Our research aims to develop models that perform efficiently in low-resource settings with 
limited data and computational power. The proposed model leverages legal citations extracted 
from official legal documents, which serve as essential reference sources in legal tasks. By 
incorporating these citations, the model enhances its understanding of user queries and 
produces more relevant responses, even in environments with constrained resources and data 
availability. 

We have also created a QA dataset for the Vietnam Civil Code through careful manual 
curation, which serves as a valuable resource for legal question-answering systems. Despite 
these advancements, our proposed model’s performance remains dependent on the retrieval 
component. Future work will address this limitation by leveraging large language models to 
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refine the retrieval process and expand the dataset further. These steps will enhance our 
model’s overall robustness and accuracy, paving the way for more sophisticated and 
comprehensive legal QA systems. We intend to investigate more advanced query techniques, 
such as the Retrieval-Augmented Generation (RAG)-based model, which could further 
improve the model’s performance in retrieving and generating precise legal information. 
Additionally, we aim to incorporate additional legal codes and domain-specific resources to 
make the model more comprehensive and adaptable to a broader range of legal contexts. We 
will explore deep learning models and reinforcement learning techniques to enhance 
integration and refine the dialogue model. These methods could allow for more efficient 
adaptation to new legal systems and facilitate the automation of model updates. Additionally, 
this could improve the model’s performance for open-domain applications, where dynamic 
interaction and continuous learning from user inputs are essential. 
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